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2 Labs, 5 Universities, 30+ researchers

ceed.exascaleproject.org



nekRS 
! started as an early fork of libParanumal 

! incompressible + low Mach Navier-Stokes solver 

! MPI + (X=OCCA) using CPUs/GPUs 

! autotuning across entire solver stack 

! high-order spectral elements in space 

! overset grids  

! moving and deforming meshes 

! conjugate heat transfer 

! Lagrangian phase model 

! LES and RANS models 

! available under github.com/Nek5000/nekRS

https://www.sciencedirect.com/science/article/abs/pii/S0167819122000710

http://github.com/Nek5000/nekRS


■ Variational method, similar to FEM, using Gauss-Lobatto-Legrende points 

■ Domain partitioned into E (unstructured) high-order elements 

■ Trial and test function represented an Nth order tensor-product polynomials 

within each element (typically N=5-9) 

■ EN^3 grid points in 3D 

■ Low dissipation and small dispersion errors 

■ Fast (matrix-free) operator evaluation: o(n) storage, o(nN) work 

Spectral Element Method
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Saleh Rezaeiravesh et al., C&F 2021

Nek requires (e.g. ~8x) less grid points for the same accuracy 

Misun Min et al., arXiv preprint arXiv:2210.00904



Towards Exascale for Wind Energy Simulations, Misun Min et al., arXiv preprint arXiv:2210.00904

Cost per grid point competitive to low-order methods
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Kris Rowe, ANL 



Periodic Hill at strong scaling limit 

E=3.14M 

N=7 

1.08B gridpoints 

ALCF Mira 

No. 3 TOP500 2012 

16384 out of 49152 nodes (33%) 

16384 CPUs (16 cores each 2 hw-threads) 

n/P ~ 2k (4k per core) 

code: nek5000 

ORNL Summit 

No. 1 TOP500 2018 

88 out of 4600 nodes (2%) 

528 GPUs 

n/P ~ 2M (25k per SM) 

code: nekRS 

Summary 

~ From 33% (hero) to 2% (toy) machine usage 

~ 3.5x faster 

~16x lower energy consumption 
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Ramesh Balakrishnan, ANL



Atmospheric Boundary Layer Flows

Laminar flow

Turbulent flow

High speed

Flow analysis with spatial and time-averaged velocity

(Ananias Tomboulides, Misun Min) 

Wind 

Energy 

Application

E=643,  N=8,  n=134M

NekRS simulation using 60 GPUs/V100s on Summit

Neil Lindquist (UTK) 

GABLS benchmark problem
Domain: 400m x 400m x 400

Figure 8: Turbulent flow in an annular packed bed with N = 352625 spheres meshed with E = 98, 782, 067 spectral
elements of order N = 8 (n = 50 billion gridpoints). This NekRS simulation requires 0.233 seconds per step using
27648 V100s on Summit. The average number of pressure iterations per step is 6.

Y. Lan, P. Fischer, E. Merzari, M. Min: All hex meshing strategies for densely-packed spheres. Int. Meshing Roundtable, 2021.

q 352,625 spherical pebbles

q E=99 M elements

q N=51 B gridpoints

q 1.4 TB per snapshot (FP32)

q P=27648 V100s (all of Summit)

q High quality all-hex mesh generated by 

tessellation of Voronoi facets that are 

projected onto the sphere or domain 

boundaries to yield hexahedral elements

q ~300 elements / sphere

q Turbulent flow in the interstitial region 

between the randomly-packed spheres.

Nuclear 

Energy 

Application
Pebble Bed Simulations on Full Summit

MS121
Mon 1:50pm
Paul Fsicher

MS220
Wed 5:20pm
YuHsiang Lan

Ramesh Balakrishnan, ANL

George Giannakopoulos, ETH Zurich



q Coupled physics

q Neutronics 

q Thermal-Fluid transport

q Conjugate heat transfer with 

      > 1 B elements (512M fluid)

q Many issues to resolve:

q System unstable – job dies

q Network noise

q etc.

Figure 1: Assembly and full core simulations with ENRICO. a) detail of CFD model in NekRS including interior of each pin.

b) Assembly Monte Carlo model. c) Temperature distribution in a cross section of the core. d) Total neutron interaction

rate in the core computed by Shift.
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Collaboration with ExaSMR: 9000-Nodes Frontier Runs (72,000 GCDs)

Nuclear 

Energy 

Application

Assembly and full core simulations with ENRiCO. a) Detail of CFD model in NekRS including interior of each pin.

b) Assembly Monte Carlo model. c) Temperature distribution in a cross section of the core. d) Total neutron 

interaction rate in the core computed by Shift.

YuHsiang Lan (UIUC/ANL)

E. Merzari, M. Min, P. Fischer

■ Largest reactor fluid flow 

simulation to date 

■ Coupled physics (neutron 

transport)  

■ ~350B gridpoints 

■ 9000 nodes (90%) of 

ORNL’s Frontier

GB 

Finalist 

2023



■ Documentation & training 

■ Tune performance for ANL’s supercomputer Aurora 

■ Extend mixed precision capabilities 

■ Wall models for RANS and LES 

■ Extended physics: magnetohydrodynamics, chemical reactive flows, … 

■ In-situ visualization 

■ Coupling to ML frameworks

Ongoing Work



Relevant Trends & Implications

Hardware vendors focus on AI/ML workloads

Moderate performance improvements in particular when it comes 

to time-to-solution

Fast changing (unstable) environment & 3rd-party integration 

increases cost and complexity  

Meshing and post-processing capabilities need to keep up

High demand for complex (multiphysics) simulations



nekRS@JSC
Mathis Bode (JSC) 



Application example at JSC: TU Darmstadt Engine



Application example at JSC: TU Darmstadt Engine

Non-reactive nekRS full engine simulations 

DNS of the compression-expansion stroke @2500 rpm (12 cycles) 

4 moving meshes with up to 

E = 9.3 million spectral elements 

N = 9 -> 6.8 billion grid points 

44 Tb / cycle - CAD resolved 

0.27 GPU-Mcore-h / cycle (based on #cores/ CPU) 

Analysis of boundary layers, turbulence, … 

Christos Frouzakis, ETHZ



Application example at JSC: TU Darmstadt Engine

Combining nekRS with other codes such as OpenFOAM to 

have optimal time-to-solution and wide functionality! 



Jupyter-CoEC: Simplify the usage of nekRS@JSC

Jupyter-CoEC is simple-to-use, simple-to-access in any browser! 



Jupyter-CoEC: Simplify the usage of nekRS@JSC



Why nekRS?

nekRS is a true exascale code 

Good performance at all scales 

Wide applicability: From academia to industry. From boundary 

layers and convection processes to combustion and reactors. 

Simple to use: Easy access via Jupyter-CoEC! 

nekRS support @JSC: 

General support and help 

Powerful workflows 

Assistance with computing time, good performance and scaling 

Target code for exascale supercomputer JUPITER! 

Contact: m.bode@fz-juelich.de 



Part II

nek5000.mcs.anl.gov


