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https://www.amd.com/system/files/documents/amd-cdna2-white-paper.pdf
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• Current support for using MFMA instructions:

• AMD libraries: rocBLAS

• Intrinsics

• Inline assembly

• Not currently supported:

• Libraries of device functions, utilizing the matrix 

operations, that can be called from kernels

• Abstraction frameworks (Kokkos, Raja, OCCA)

• These would have to use one of the other 

mechanisms internally

AMD Matrix Cores Blog Post: https://gpuopen.com/learn/amd-lab-notes/amd-lab-notes-matrix-cores-readme/

https://gpuopen.com/learn/amd-lab-notes/amd-lab-notes-matrix-cores-readme/
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https://www.amd.com/en/technologies/infinity-hub/mini-hacc
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From AMD MI100 to AMD MI250X

MI100

• One graphic compute die (GCD) 

• 32GB of HBM2 memory 

• 11.5 TFLOPS peak performance per GCD

• 1.2 TB/s peak memory bandwidth per GCD

• 120 CU per GPU

• The interconnection is attached on the CPU

AMD CDNA™ 2 white paper: 

https://www.amd.com/system/files/documents/amd-

cdna2-white-paper.pdf

MI250X

• Two graphic compute dies (GCDs) 

• 64GB of HBM2e memory per GCD (total 

128GB)

• 26.5 TFLOPS peak performance per GCD

• 1.6 TB/s peak memory bandwidth per GCD

• 110 CU per GCD, totally 220 CU per GPU

• The interconnection is attached on the GPU (not 

on the CPU)

• Both GCDs are interconnected with 200 GB/s 

per direction

• 128 single precision FMA operations per cycle

• AMD CDNA 2 Matrix Core supports double-

precision data 

• Memory coherency  
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MI250X Node Architecture

Courtesy: https://docs.olcf.ornl.gov/systems/frontier_user_guide.html#frontier-compute-nodes

• 64 cores on a single 

socket CPU

• 4 MI250X GPUs, each 

with 2 GCDs
• Each GCD is presented 

as a GPU device to 
rocm-smi

• 512 GB of DDR4 RAM

• Infinity Fabric™ links 

between GCDs and 

between GCDs and 

CPU cores

• 4 NICs attached to odd 

numbered GCDs

March 1st, 2023 JP Morgan

https://docs.olcf.ornl.gov/systems/frontier_user_guide.html#frontier-compute-nodes
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AMD GCN GPU Hardware Layout (MI250X one GCD)

Asynchronous Compute Engine (ACE)

Shader Engine (SE0) Shader Engine (SE1)

Shader Engine (SE2) Shader Engine (SE3)

Shader Engine (SE4) Shader Engine (SE5)

Shader Engine (SE6) Shader Engine (SE7)
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AMD GCN GPU Hardware Layout (MI250X one GCD)

Asynchronous Compute Engine (ACE)

Command Queue Command Queue
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Disclaimer
The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions,

and typographical errors. The information contained herein is subject to change and may be rendered inaccurate for many reasons, including 

but not limited to product and roadmap changes, component and motherboard version changes, new model and/or product releases, 

product differences between differing manufacturers, software changes, BIOS flashes, firmware upgrades, or the like. Any computer system has 

risks of security vulnerabilities that cannot be completely prevented or mitigated. AMD assumes no obligation to update or otherwise correct 

or revise this information. However, AMD reserves the right to revise this information and to make changes from time to time to the content hereof 

without obligation of AMD to notify any person of such revisions or changes.

THIS INFORMATION IS PROVI E  ‘AS IS.” AM  MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPE T TO THE  ONTENTS 

HEREOF AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS, OR OMISSIONS THAT MAY APPEAR IN THIS 

INFORMATION. AMD SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY, OR FITNESS 

FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL AMD BE LIABLE TO ANY PERSON FOR ANY RELIANCE, DIRECT, INDIRECT, 

SPECIAL, OR OTHER CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF ANY INFORMATION CONTAINED HEREIN, EVEN IF AMD 

IS EXPRESSLY ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Third-party content is licensed to you directly by the third party that owns the content and is not licensed to you by AMD. ALL LINKED THIRD-

PARTY  ONTENT IS PROVI E  “AS IS” WITHOUT A WARRANTY OF ANY KIN . USE OF SUCH THIRD-PARTY CONTENT IS DONE AT 

YOUR SOLE DISCRETION AND UNDER NO CIRCUMSTANCES WILL AMD BE LIABLE TO YOU FOR ANY THIRD-PARTY CONTENT. YOU 

ASSUME ALL RISK AND ARE SOLELY RESPONSIBLE FOR ANY DAMAGES THAT MAY ARISE FROM YOUR USE OF THIRD-PARTY 

CONTENT.

© 2023 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo, AMD CDNA, AMD ROCm, AMD Instinct, and 

combinations thereof are trademarks of Advanced Micro Devices, Inc. in the United States and/or other jurisdictions. Other names are for 

informational purposes only and may be trademarks of their respective owners.
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Questions?
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